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Many people pursue long-term high-level goals related to areas such as fitness, mental health, or skill enhancement. Additionally,
each individual pursuing a high-level goal may pursue it differently than others, depending on their contexts. In this research, we
explore the use of generative AI for producing context-dependent and situated recommendations in augmented reality (AR) for
actions that individuals can take toward their high-level goals. We developed a technology probe and ran a user study in a mock home
environment to understand how users experience and perceive such recommendations in the context of a home environment and the
tools contained within it. We found that users value the passive nature of such recommendations, and the roles that they can
play to inform, motivate, and inspire the user. However, compared to receiving advice from friends, family, and experts, users are
still skeptical about AI-generated suggestions, particularly for critical and sensitive goals, and there are still design considerations to
explore to understand how to improve the content and delivery of such recommendations.

1 INTRODUCTION

People pursuing high-level goals (i.e., complex long-term goals such as lose weight or learn a new language) that are
novel to them may not know where to begin their goal journey. Additionally, each individual pursuing a high-level goal
may pursue it differently than others, depending on their contexts (e.g., time, place, available resources).

In this work, we explore the use of generative AI models such as large language models (LLMs) to recommend
actions that individuals can take toward their high-level goals and situate those recommendations within the
right contexts (e.g., at the relevant time/place or next to the relevant tools). We envision a future where people wear
augmented-reality (AR) glasses that are feasible to wear all-day everyday and that are at least as ubiquitous in people’s
lives as smartphones are today. Such AR devices can capture information about the user and their context, and
use that information to recommend relevant actions to the user and their choice of goals.

2 BACKGROUND

Large Language Models. LLMs, such as GPT-3 [2], OPT [32], and PaLM [9], are natural language models pre-trained
with large amounts of text that generate and predict human-like text based on a prompt or series of prompts given to it.
Many of such models are task-agnostic, and have been applied to activities such as summarizing text [21], generating
code [3, 6–8, 28], programming robots [4], and health consultation [29]. While these tasks involve helping a user
accomplish a low-level goal (i.e., a short-term goal or immediate task), our work is focused on how such models could
recommend actions for high-level long-term goals.

Recommender Systems. Recommender systems strive to provide users with suggestions that are most relevant to
the user at a given moment or context [26]. Traditional recommendation techniques include collaborative filtering [25],
(recommending by matching a user with other users) and content-based filtering [20] (recommending based on the
user’s previous activities). Researchers have also explored context-based techniques such as recommending suggestions
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Fig. 1. The AR prototype displaying situated action recommendations next to relevant objects in a mock apartment space.

based on the user’s mood [5]. Recommendation systems have been applied to domains such as online shopping [19]
and recipe discovery [16, 24]. Recent work (e.g., [33]) has begun to explore the use of generative AI models such as
LLMs for generating recommendations. However, there has been little research on recommender systems that produce
suggestions for behavior change and goal pursuit.

Technologies for Behavior Change and Goal Pursuit. Previous research has explored persuasive technologies [15],
or technologies designed to invoke behavior change, habit formation, and help the user pursue high-level goals (e.g.,
[10, 11, 15]). Research on such tools has suggested that they should be designed to “consider the practical constraints
of users’ lifestyles" [10], which can include individuals’ contexts (such as their daily schedules, home environments,
and the resources in their homes) and affordances (such as their personal skills and capabilities given their contexts).
In this research, we are exploring how generative AI models can take users’ contexts and affordances into consideration
to recommend relevant and timely actions toward users’ high-level goals.

Context. Context is not always easy to define, neither is its role in the design and experience of ubiquitous computing
systems [13]. However, a user’s context plays a role in defining how they can act toward their goals [14]. For example,
if a user is driving, they cannot follow a recommendation to “do five minutes of squats". Therefore, a user’s context can
determine how they react to recommendations (e.g., [12, 17, 22, 23]). In this research, we recognize that context can
include a variety of factors, including (but not limited to): available resources (e.g., tools in the home), time, location,
state of one’s environment, current task, one’s goals, personal attributes, and one’s physiological or psychological state.

3 TECHNOLOGY PROBE AND USER STUDY IN A MOCK APARTMENT

As an initial step in this research, we focus primarily on the context of available resources, more specifically on the tools
available in one’s environment. We designed a technology probe [18] (Figure 1) that explores the use of situated action
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recommendations in AR to help users discover action possibilities for pursuing their high-level goals within the
contexts of the objects contained in their living spaces. This system displays situated action recommendations for
the user’s goal pursuit, triggered whenever certain objects are available to the user (e.g., within the user’s view).

This prototype was implemented in Unity [27] and runs on the Microsoft HoloLens 2. At present, it tracks objects in
a mock apartment space by detecting fiducial markers using the Vuforia Engine [1]. The recommendations that the
prototype presents are displayed in the scene near the relevant objects. Each recommendation has (1) an action name
(e.g., “use the yoga mat to do yoga") and a list of the user’s goals that the action supports (e.g., “improve fitness", “improve

mental health"). In the current prototype, the recommendations were pre-generated using GPT-3 and manually added
to a JSON configuration database used by the prototype.

We ran a user study in a mock studio apartment, where we began to address the following research questions:

(1) How do people experience AI-generated context-dependent and situated action recommendations?
(a) How do these experiences compare to individuals’ current approaches to seeking and receiving advice

and motivation for their goal pursuits?
(2) How do users perceive advice generated by AI compared to advice from other sources (e.g., close social

ties, domain experts)?
(3) How can AI–generated situated action recommendations in AR be delivered better, such that users are more

likely to find them useful for information, motivation, or inspiration?

We ran a total of 39 participants, including 25 females and 14 males, aged 19 to 73 (M = 38, SD = 14). All participants
experienced the recommendations in the study as coming from generative AI. However, for Research Question 2, we
sought to understand how participants would experience the recommendations if they perceived them as coming from
friends/family or experts. Thus, we implemented a between-subjects design where for 14 participants, the AI-generated
recommendations were labeled as authored by the participant’s friends/family (e.g., tagged with one of their friend’s
or family member’s names), and for 13 other participants they were labeled as authored by experts (e.g., tagged with
the name and credentials of a fictional domain expert, e.g., “Dr. Chloe Brown, Licensed Mental Health Counselor"). Even
though all participants knew the recommendations were AI-generated, they were asked to imagine as though they were
‘authored’ by these people. For the remaining 12 participants, the recommendations were not labeled with an author
name, and participants purely perceived the recommendations as generated by AI. The composition of participants
across the three groups was balanced so that each group had roughly the same distribution in terms of how much they

tended to trust smart recommendations, their previous experience using AR, and their ages and genders.
At the beginning of the study session, participants filled out a brief survey, where among other things, they selected

three goals from a list of seven (which included Improve fitness, Be more eco-friendly, Tidy up the home, Improve mental

health, Connect with friends, Learn a new language, and Learn a new skill) that they were either actively pursuing
or genuinely cared about. Participants were then interviewed briefly about their selected goals. Following this, each
participant completed three trials of an activity where they used the prototype to walk around the apartment, view
recommendations for their goals, and choose three recommendations to accept. For each trial, the prototype
displayed recommendations for a different combination of two of their three selected goals. Following the activity,
participants were interviewed a final time, where they discussed their experiences using the prototype.

Full details about the study procedure and findings will be published in a future paper.

3



GenAICHI ’23, April 28, 2023, Remote/Virtual Jones et al.

3.1 Preliminary Findings

Our study findings produced the following insights:
INSIGHT 1: Users value that situated action recommendations are passive (delivered with little effort), thus

providing high convenience and saving time. Participants valued that the recommendations came passively, and
that they would not need to actively seek out the advice as they normally would need to do when asking an expert or a
friend for advice. Some participants compared these passive recommendations to existing environmental cues that
they use as reminders to do an activity — e.g., one participant mentioned using dirty dishes in her kitchen sink as an
‘environmental cue’ to wash the dishes. Situated recommendations could serve to nudge the user to perform activities
that do not normally have such natural environmental cues. Participants mentioned that this could save them time, or
be useful in situations where they do not have a lot of mental energy to brainstorm ideas for actions to take.

INSIGHT 2: While users are skeptical of AI-generated suggestions, they value their potential to improve
action discoverability. Most participants mentioned that they trust experts and their close social ties more for critical
domains like mental health and fitness. Moreover, participants felt that advice from their friends and family was more
personalized to them than AI-generated advice. However, participants valued AI’s potential to help them discover a
larger and more creative set of action ideas. Some participants mentioned that they would consider narrowing down or
filtering out AI-generated suggestions based on the opinions of their close social ties or experts.

INSIGHT 3: Users find suggestions most useful for unfamiliar actions and goals, but are more likely to adopt
familiar actions. Participants tended to accept actions that they were familiar with (e.g., actions that they typically
already do) or that they anticipated did not require high effort or friction. As has been seen in previous research on
song selection choices in music streaming [30], while participants found unfamiliar choices to be interesting and valued
the diversity of the choices being offered, they ultimately gravitated toward existing habits and choosing familiar
options. Reasons for doing this that participants mentioned include that familiar actions involve low effort and
time commitment, and that the user already knows the action works for them. There could be design choices that
might encourage users to select less familiar but beneficial options more frequently, including providing information to
the user about the usefulness and ‘friction level’ of an action, to increase its familiarity to the user.

4 CONCLUSION AND FUTURE RESEARCH DIRECTIONS

Our work has begun to explore how generative AI, with an understanding of the user’s goals and contexts, can produce
action recommendations for the user’s goals and situate them at the relevant time and place in AR, thus
delivering suggestions that are more grounded, specific, and timely than traditional approaches. While our preliminary
insights reveal that participants value this style of advice, future work should explore how to improve the user experience
of AI-generated situated action recommendations.

For instance, our insights reveal that suggestions can be delivered with more details about the expected effort, time
commitment, and how to perform the action. We plan to further explore what other information and delivery
styles allow users to benefit more from AI-generated suggestions.

We also plan to explore how users can interact with the underlying model itself in order to tailor it to produce
better outputs, thus giving the user more agency and partnership with the AI model. Given that it has been
shown that generative AI can produce better outputs through back-and-forth reasoning and conversation with the user
[31], it would be worthwhile to explore how such mixed-initiative interactions can help the user improve the content
and delivery of the recommendations output by the model, to make them more relevant and timely to the user.
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